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Research Question: How effective are AIGC 
Detectors?

Are the current technical solutions for AI-generated 
text detection reliable enough? ​
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8 Aug 2024
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Background Research

1. Datasets Used for AIGC Detection
2. Models Developed for AIGC Detection using several Approaches

o Watermarking based approach
o Zero-shot based approach
o Training classifier-based approach

3. Tools Developed for AIGC detection

Evasion Techniques Developed to Fool 
AIGC Detectors

Survey done from Jan 2024 – Sep 2024
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Experiment methodology 4

Block diagram of the methodology applied for benchmarking experiment



Benchmarking results on multiple generators/LLMs

Benchmarking results on multiple domains/datasets

Benchmarking results on multiple evasion techniques

Dataset Acc (%) F1 FN FP

HC3 98.1 0.9806 113 1

M4 89.17 0.8804 607 43

LLMs Tested Acc (%) F1

GPT-3.5 91.0 0.9022

Command R plus 67.5 0.5255

GPT4-o 52.0 0.0943

Experiment Type Acc (%) F1

No Evasion Applied 98.1 0.9806

Whitespace Insertion 92.02 0.9133

Synonym Replacement 83.43 0.8015

Paraphrasing 69.32 0.5576

Homoglyphs 66.93 0.506

Article Deletion 60.33 0.3425

Misspelling Insertion 51.12 0.0443

Results (OpenAI Detector) 5



Discussion and Analysis 6

1. The same pattern was observed in all 
the models tested in the experiment
o OpenAI Detector
o RADAR
o Argu GPT

2. Performance drops significantly for 
newer LLMs (GPT-4o, Command R 
Plus).

3. AI detectors trained with adversarial 
learning (covering multiple evasion 
strategies) perform better.

OpenAI Detector:
o OpenAI Detector performs poorly 

against evasion techniques (e.g., 
paraphrasing, synonym replacement).

RADAR :
o Performs better against paraphrasing & 

synonym replacement but fails on 
homoglyphs & article deletion.

ArguGPT :
o Good at detecting non-evasive text.
o Fails under homoglyphs and 

misspellings.

MODEL ANALYSISPATTERN ANALYSIS



CONCLUSION

AIGC detection models claim high accuracy. However, these models fail 
when subjected to testing on:
- Evasion applied AI-generated text
- AI-generated text from recent LLMs
- Texts from diverse datasets and domains
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THANK YOU
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Benchmarking results on multiple generators/LLMs

Benchmarking results on multiple domains/dataset
Benchmarking results on multiple evasion techniques
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Is AI-generated text detection even possible?
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➢ Large number of solutions have been developed to solve the 
problem

➢ Most of the commercial tools and algorithms claim they 
have above 95% accuracy but they can be easily fooled

➢ Major challenge is to develop robust algorithms capable of 
detecting modified text and text generated from new 
powerful LLMs
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