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Motivation

19.01.2025

Task participated: Subtask A - Binary Machine-Generated Text Detection
Data language: English
Metric: Macro 𝐹!-score

3 sources
25 sub-sources

> 600k train data
40 models

Table. Statistics on training and development data from monolingual subtask 
of the GenAI Detection Task 1.  



Model Architecture
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Figure. Proposed multi-task architecture with 
hard parameter sharing. CCH – Custom 

Classification Head. 

Binary CCH – 2 classes: 
- Initial monolingual statement

Multiclass CCH – 5 classes: 
- Sub-source within HC3

Multiclass CCH – 6 classes: 
- Sub-source within M4GT

Two-stage training:
- fine-tuning classifiers with frozen 

shared encoder weights
- fine-tuning the complete model 

with all weights unfrozen 



Configuration Comparison
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Table: Results of model comparison on 
the test and development set. 

Table: Final results on the official ranking. 
Bold denotes our team’s placement. 

1st place approach: 

deberta-v3-base two-stage MTL fine-tuning classification threshold



Embeddings after Multi-Task Learning
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PCA decomposition for texts from the development subsample

(a) deberta-v3-base fine-
tuned in single-task mode,

Logit decomposition of two multiclass 
CCH (a) HC3 and (b) M4GT. 

(b) the same model but fine-tuned in MTL mode. 

(a)

(b)



Ablations
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Table. Comparison of different configurations 
of heads and tasks trained simultaneously in 

MTL architecture. Figure. Macro 𝐹!-score on the test 
set of different configuration of the 

systems depending on the threshold. 

Variation of multiple components of the system: 
- Heads with their quantity
- Threshold



Error Analysis
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Figure. Proportion of predictions for different 
generators from test set. Labels in bold are 

generators texts from which are present in the train 
set. 

Figure. Dataset from test set with the 
highest percentage of incorrect predictions. 
There were some additional manipulations 

with texts after generation.



To conclude
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Our winning approach: 
deberta-v3-base as shared encoder

two-stage MTL fine-tuning forms 
cluster-wise structure 

classification threshold

“Are AI Detectors 
Good Enough?“

Contact us: 

Future work: 
- MTL as regularization
- Improve robust to the change of 

generators 
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