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We found various weaknesses of classifiers
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Model-Specific Domain-Specific Adversarial

Тhе hіstоrу оf Μаdаgаsсаr 

іs dіstіnguіshеd bу thе

еаrlу іsоlаtіоn оf thе

lаndmаss frоm thе аnсіеnt 

suреrсоntіnеnts 

соntаіnіng Αfrіса аnd 

Ιndіа<…>

Homoglyp
h

-30.0%
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What happens when you train on 

RAID?
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1. Can a single detector be trained to detect generated 
text from many different known domains and LLMs

accurately?

2. Can a single detector be robust to many different
known adversarial attacks?

Research 

Questions



Task Setup
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(September 18th - November 2nd) Released the training data

and baseline results
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Phase 1:

(November 2nd - November 6th) Conduct the official 

evaluation on the test set and release the leaderboard
Phase 2:

(November 6th - November 15th) System paper and 

summary paper writing stage
Phase 3:
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Subtask A
(Non-Adversarial)

Subtask B
(Adversarial)

- 11 LLMs
- 4 Decoding strategies
- 8 Domains

- 11 LLMs
- 4 Decoding strategies
- 8 Domains
+    12 Adversarial Attacks
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Subtask A Training Data

x12 to each for adversarial



Evaluation Metric

“How much AI-Generated text do you correctly detect while 

maintaining a 5% False Positive Rate?”
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Run detector on 
human-written text

Tune threshold to 
5% FPR

Evaluate Recall 
(TPR)

TPR @ FPR=5%

To 
compute:



Participants also got
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Code for 
Adversarial Attacks

Source Domains 
for Human Text



Results
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Subtask A Subtask B
(Non-Adversarial) (Adversarial)

Previous SoTA: 94.9 Previous SoTA: 86.2



Pangram
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Base Model

● Fine-tune Mistral NeMo classifier (12B params) on a large-scale corpus
○ Use LoRA training + linear classification head + LLM prediction head

● Preprocess data: (Remove zero-width, lowercase, convert unicode, etc.)

Key Insight: Hard Negative Mining

● Select the 50k examples in RAID with highest error →  Re-train the model

[1] “Pangram at GenAI Detection Task 3: An Active Learning Approach to Machine-Generated Text Detection” (Emi et al. 2025)



Leidos
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Base Model

● Trained four classifiers using Distil-RoBERTa-base as the base model

○ Binary Classifier with & without Class Weighting

○ Multi-Class Classifier with & without Class Weighting

Key Insight: Class Weighting

● Compute weights using the formula  w_i  = N / (C x n_i) 

○ N = total # docs, C = # classes, n_i = # docs in class i

● Upweights the loss on human text and downweights the loss on MGT

[2] “Leidos at GenAI Detection Task 3: A Weight-Balanced Transformer Approach for AI Generated Text Detection Across Domains” (Edikala et al. 

2025)



ALERT

Base Model

● Documents are embedded using an authorship style embedding model

○ Trained using contrastive learning on large corpus of human authorship data

○ Hard positive and negative mining using BM25 and k-means clustering

● Embeddings given to a single feed-forward layer and binary classification 

head

Key Insight: Human Authorship Data

● Style embeddings trained on only human data still separate MGT fairly well!
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[3] “BBN-U.Oregon's ALERT system at GenAI Content Detection Task 3: Robust Authorship Style Representations for Cross-Domain Machine-

Generated Text Detection” (Kandula et al. 2025)



Broader Trends

18

1. Hard Positive and Negative Sampling was broadly effective 

and featured in many strong teams’ submissions

3. Utilizing or creating external data was broadly helpful 

even
when said data is from different LLMs or for a different task 

2. Preprocessing and normalization of input text was effective at

evading simple yet powerful adversarial attacks.

4. Incredible diversity of modeling approaches! 



Takeaway
s
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(And other reflections…)



RAID was supposed to be challenging!

20We did not expect anyone to get over 99 TPR



RAID does have flaws

● Easy shortcuts for detection

○ e.g. regular \n characters, formatting errors

● Instances of Meta-Commentary 

○ e.g. “Sure, I can help!”

● Degenerate / Repetitive output texts

○ Mainly for older continuation models
21
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1. Can a single detector be trained to detect generated text from 

many different known domains and LLMs accurately?

2. Can a single detector be robust to many different known

adversarial attacks?

Maybe?



Building Harder Benchmarks
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Filtering out text 
with “shortcuts”

Increasing 
diversity of text

More aggressive 
false positive 

rates



Thank 
you!
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Thanks!
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Read the Paper for 

more!

https://arxiv.org/abs/2501.08913https://raid-bench.xyz/shared-task

Shared Task 

Leaderboard 

Paper 

https://arxiv.org/abs/2501.08913
https://raid-bench.xyz/shared-task
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