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Previous Shared Tasks on Machine-generated Text (MGT) Detection

• English
o2023 ALTA shared task (ChatGPT generated)

oDAGPap22 shared task (Scientific papers)

o SemEval 2024 shared task 8 (4 sub tasks)

• Other languages
oRuATD Shared task 2022(Russian)

o IberLEF 2023 (Spanish)

oCLIN33 (Dutch)

o SemEval-2024 Task 8 (9 languages)
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Task 1 Overview

• Goal:
Develop robust and generalized MGT detectors across languages and domains.

• Binary classification: human vs. machine
Subtask A: Monolingual – English
Subtask B: Multilingual – 15 languages in training and test sets, with 9 overlap

• Participants:
Subtask A: Monolingual: 36 submissions
Subtask B: Multilingual: 26 submissions

• System description paper submissions: 
18 papers were accepted



Task 1 Description

• Timeline:
• Development Phase: Aug 27 – Oct 29, 2024

▪ Labeled training/validation data provided.
▪ Unlabeled dev-test set for generalization testing.

• Test Phase: Oct 30 – Nov 4, 2024
▪ Test subset texts provided with limited submission attempts.
▪ Dev-test labels revealed.

• Paper Submission Phase: Nov 21 – Dec 13, 2024

• Post-Test Analysis:
• Test set labels released for ablation studies.

• Rules:
• Use only organizer-provided data for model development.
• External training data strictly prohibited.



Dataset – Subtask A: Monolingual English



Dataset – Subtask A: Monolingual English Test Set Distribution



Dataset – Subtask B: Multilingual

Train and Development 15 languages: Arabic, Bulgarian, Catalan, Chinese, Czech, Dutch, 
English, German, Indonesian, Italian, Portuguese, Russian, Spanish, Ukrainian, Urdu.

Test 15 languages: Arabic, Chinese, Dutch, German, Hebrew, Hindi, Indonesian, Italian, 
Japanese, Kazakh, Norwegian, Russian, Spanish, Urdu, and Vietnamese.



Dataset – Subtask B: Multilingual Test Set Distribution (1)



Dataset – Subtask B: Multilingual Test Set Distribution (2)



Baselines

Baseline performance on the Dev, Dev-Test, and Test sets 
according to accuracy and macro/micro F1.

We fine-tuned pre-trained Transformer encoders on the training sets as baselines. 
Subtask A: RoBERTa
Subtask B: XLM-R



Participants
Monolingual

Multilingual



Subtask A: Overview

• Number of submissions: 36

• Highest scores: 1st – 83.1, 2nd – 83.0, 3rd – 82.3 (Macro F1)

• Most used methodologies:
o Small LM: 10 submissions

o Large LM: 6 submissions

o Ensembling: 4 submissions

o Feature Combination: 3 submissions



Subtask A: Top-3 Team Detection Approaches

1. Advacheck: Shared Transformer Encoder (DeBERTa-v3-base) with 
several classification heads, a binary classification head for MGT 
detection and multiclass heads for text domain classification

2. Unibuc-NLP: Finetuning both Masked Language Model (XLM-
RoBERTa) and Causal Language Model (Qwen2.5B)

3. Fraunhofer-SIT: Combined MGT detection adapter with a multi-
genre natural language inference adapter over RoBERTa-base.



Subtask B: Overview

• Number submissions: 26

• Highest scores: 1st – 79.16, 2nd – 75.57, 3rd – 75.32 (Macro F1)

• Most used methodologies:
o Small LM: 5 submissions

o Large LM: 3 submissions

o Ensembling: 3 submissions

o Feature Combination: 1 submission



Subtask B: Top-3 Team Detection Approaches

1. Grape: Finetuning small LMs and training an ensemble model on 
top of them.

2. Nota AI: Combining a language identification tool, finetuning a 
multilingual LM, and token-level probability distributions extracted 
from various LMs.

3. Lux Veri: Ensembling RemBERT, XLM-RoBERTa-base, and BERT-base-
multilingual-cased using inverse pseudo-perplexity weighting.
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Monolingual

Multilingual



Subtask A: Analysis of Monolingual Performance

Overall Performance

• Generally, in-domain data performance > out-of-domain data performance 

English subtask detection accuracy across 4 domains

In-Domain Data Performance

PeerReview:
• Top systems (Rank 1-5) scored ≥ 80%, 

with highest at 89.9%; Consistently 
high performance (≥ 90% for all 
systems above baseline).

• Training on PeerRead (M4GT-Bench) 
enabled effective domain-specific 
pattern recognition.

IELTS Essays:
• Only top 5 systems achieved ≥ 80%.
• Performance impacted by subtle 

differences between training and test 
data (e.g., native vs. non-native 
English authors).

Out-of-Domain Dataset Performance

MixSet:
• Diverse genres (game reviews, emails, 

blogs, speech) led to performance drops 
(48–66.7%); Teams above baseline 
struggled (≤ 5% improvement), while 
lower-ranked teams achieved significant 
gains (up to 82.3%).

• Humanization and adaptation of 
machine-generated text (MGT) increased 
difficulty.

CUDRT 
• Partial domain overlap with training data 

(e.g., news).
• Scores ranged 65–75%, reflecting 

moderate adaptability.



Subtask B: Multilingual Performance Across Domains

• Dataset Breakdown: 29 sources across 15 
languages were categorized into 8 domains: News, 
Wikipedia, Essay, QA, Summary, Tweet, 
GovReport, and others

• In-Domain Accuracy: Structured in-domain 
datasets (News, Wikipedia, QA, and Summary) 
showed higher accuracies, with top teams 
achieving over 98% accuracy in QA and Wikipedia.

• Out-of-Domain Performance: Out-of-domain 
datasets (Essay, Tweet, GovReport, Other) faced 
greater challenges, with tweets showing the 
lowest performance (69.99% accuracy), reflecting 
difficulties in generalizing to informal text.



Subtask B: Increasing Detection Difficulty with Improved Generation Prompts

• Purpose of Improved Prompts: The improved prompts 
were designed to make machine-generated text more 
similar to human-written text, aiming to narrow the 
detection gap.

• Increased Detection Difficulty: By using these well-
designed prompts, the text became harder to distinguish, 
making the detection task more challenging for systems.

• Accuracy Decline: Detectors showed a decrease in 
accuracy when identifying machine-generated text with 
the improved prompts, with some teams experiencing up 
to a 15% drop in performance.



Subtask B: Accuracy Across Seen and Unseen Languages

• Top-Performing Languages: 
Detection accuracy is highest 
for seen languages, with 
Chinese (94.2), Russian (89.6), 
and Spanish (89.5) leading the 
results.

• Performance on Seen Languages: 
Languages like Arabic, Italian, and 
Dutch show slightly lower but 
competitive performance, 
demonstrating good 
generalization to seen languages.

• Challenges with Unseen 
Languages: Significant accuracy 
drops occur with unseen 
languages, like Hindi (51.8), due to 
limited exposure to linguistic 
patterns during training.



Takeaways 

• Most of the systems performed well on in-domain data

• Open problems:
oGeneralization: systems' performance drops significantly when faced 

with out-of-domain data and unseen languages 

• Robustness: systems' performance drops significantly when faced with 
humanized machine-generated texts 

• Developing more robust and generalizable AI systems is a key for future 
research

• The struggle with humanized machine-generated texts poses a threat of 
potential misuse of LLM-based systems.



Future Events: PAN CLEF Evaluation Lab 2025, Subtask 2

"Recognition of AI text in a mixed Human-AI document" 
A document written by both a human and a machine, determine 
which parts belong to whom

• (1) human-started, then machine-continued

• (2) mixed text, where some parts are written by a human and 
some are generated by a machine

• (3) human-written, then machine-polished

• (4) machine-written, then machine-polished (obfuscated) texts

• (5) human-written text
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