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Large Language Models (LLMs) are increasingly integral in text generation, offering intelligent
alternatives and gradually replacing traditional search engines.

LLMs are widely used for:  

Their applications extend across various fields:
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Despite their remarkable capabilities, the misuse of LLMs is a growing concern:

Humans struggle to distinguish between AI-generated and human-written content,
necessitating automated detection systems. 

LLMs, with their pre-training and instruction tuning, bypass the need for task-specific learning,
making their outputs more indistinguishable.
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“Can the generative capabilities of LLMs be utilized to detect AI-generated content?“

PROBLEM STATEMENT
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LLM

HUMAN TEXT
AI CONTENT
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Generate contextually relevant queries using LLMs in a zero-shot inference approach.

Compare responses from multiple LLMs with original input text using BLEU and Meteor

scoring.

Comprehensive evaluation tested on publicly available four datasets.

Prompt generation time ~2 seconds

Achieved 90% accuracy in detecting AI-generated text.

CONTRIBUTION
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90% Accuracy

Kleczek, 2013(Revised Falcon-180B); Llama 70B;
Muhammad, 2023; Shayan, 2023
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Key RoIe:
Crucial for zero-shot classification
methodology
Interpret and extract query

Importance
Query, Q = Mistral(T), T={w1, w2,···, wn},
consisting of a sequence of n tokens
Outcome

STEP 1: QUERY FORMULATION 
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LLM’s Input Prompt:
Generate a query that encapsulates the main theme of the following text.{text}
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QUERY:
What are the benefits of
seeking multiple opinions
before making a decision?

INPUT TEXT:(190 WORDS)
When people ask for advice, they sometimes talk to more
than one person. This is because seaeking multiple
opinions can help someone make a better choice. For
example, if someone wants to buy a new
phone……………..always a good idea to seek multiple
opinions before making a big decision.



STEP 2: RESPONSE GENERATION
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LLM’s Input Prompt:
Generate a response between {textWordCount} to {1.1*textWordCount}
words for the following question.{Q}
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Llama Text:(197 words)
Seeking multiple opinions before making a decision can have numerous benefits. Firstly,
it allows individuals to gain a more comprehensive understanding of the situation and
the potential outcomes. By hearing from different perspectives, individuals can identify.
. . . . . .they value and respect those individuals. This can help build trust and strengthen
relationships over time. Finally, seeking multiple opinions can help individuals develop a
greater sense of confidence in their decision-making abilities. When individuals take the
time to consider multiple perspectives.

Mistral Text:(183 words)
Seeking multiple opinions before making a decision is an essential practice that can
bring numerous benefits. Here are some reasons why it’s a good idea to gather various
perspectives before finalizing a choice: 1. Broaden your understanding: Each person
brings a unique perspective to be aware of any potential biases that may influence your
thinking..........can help improve the quality of your decision-making. By considering
various perspectives, you can weigh the pros and cons more thoroughly and make a
more informed decision. 4. Enhance problem-solving skills: Seeking multiple opinions.

Query:
What are the

benefits of seeking
multiple opinions
before making a

decision?



STEP 3: ZERO-SHOT CLASSIFICATION
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Objective: To assess the similarity of generated texts T’ and T”
to the reference input text T.

Blue and Meteor quantify the closeness of the generated text
to the original text in terms of syntax and semantics.

Bƒ= max(BLEU (T, T ′), BLEU (T, T ′′)) 
Mƒ= max(Meteor(T, T ′), Meteor(T, T ′′))

Originally Labelled as AI generated-BLEU=0.59, 0.53,
METEOR=0.33, 0.28 for Llama3, Mistral respectively.
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EXPERIMENTS
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Threshold
if BLEU score >= 0.52 then return 1
elif METEOR >= 0.27 then return 1
else return 0
Label: 

1 -> AI Generated text ; 
0 -> Human Text

Distribution of data across different datasets
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Threshold
if BLEU score >= 0.52 then return 1
elif METEOR >= 0.27 then return 1
else return 0
Label: 

1 -> AI Generated text ; 
0 -> Human Text

Thresholds determined using grid search:
BLEU: Varying between 0.5 and 0.6.
Meteor: Varying between 0.2 and 0.3.

Distribution of data across different datasets



2. EVALUATION OF BLEU, METEOR & ACCURACY
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BLEU Impact:
BLEU 0.52 performs best in terms of accuracy.
BLEU 0.53 leads to declining accuracy,
demonstrating that excessively high BLEU scores
may negatively impact performance.

Optimal METEOR Threshold:
Accuracy peaks at METEOR = 0.27, across BLEU
levels.

Comparison of accuracy among various BLEU
and Meteor scores for DS4 dataset.
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1. Performance Across LLMs Individually
2. Improvement with Combined Models:

Combining Llama3 and Mistral consistently yields
better performance for BLEU, Meteor, and
Accuracy across all datasets.
Indicates that integrating diverse LLMs leverages
their complementary strengths.
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word ranges:
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100-200 words (richer contextual
information, enhancing performance)
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The detector's robustness improves with more contextual data, indicating its reliance on text
length for effective zero-shot detection.
Case studies on short, long, and human-written texts provide deeper insights

Comparison of datasets across diffrent word
ranges.

Samples were divided into the following
word ranges:

0-100 words (detector struggles,
insufficient contextual information)
100-200 words (richer contextual
information, enhancing performance)
200-300 words (detection gets better
as word count increase)
300-400 words
500-600 words
Over 600 words



EXAMPLE(DS4)
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Sample(short length) of DS4 dataset-> Originally labeled as AI generated. Following are the BLEU
& METEOR score of Llama3, Mistral.
BLEU score-> 0.37, 0.26 ; METEOR score-> 0.19, 0.16



3. INFERENCE TIME FOR DETECTION
(2 CORE PHASES)
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Analysis of time (in sec) taken across different
phases 1) Query Formulation Time (QFT) and  2)
Re-sponse generation Time (RGT)in zero shot

detector.



CONCLUSION
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Key Findings:  
Introduced a simple yet effective zero-shot detection method for identifying AI-generated
text. 

Methodology:  
Leverages the knowledge from LLMs' pre-training to detect their own generated outputs.
Classification via zero-shot inference without additional training. 
Extracts input context and compares with LLM-generated responses to identify AI-
generated text. 

Evaluation:  
Tested on four publicly available datasets, including both in-domain and out-of-domain
(OOD) data. Achieved effective detection of LLM-produced texts. 

Key Contributions:  
Instruction tuning enhances alignment with user-expected responses in text detection
tasks.



FUTURE SCOPE
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Broadening model scope

Improved evaluation metrics

Model optimization and Generalization

Improved detection of short length text

Practical application on smart devices like mobile phones, laptops etc.



Thank You! 
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Any Questions
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